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Abstract There are many correlated attributes in a database. Conventional attribute

selection methods are not able to handle such correlations and tend to eliminate important

rules that exist in correlated attributes. In this paper, we propose an attribute selection

method that preserves important rules on correlated attributes. We first compute a ranking

of attributes by using conventional attribute selection methods. In addition, we compute

two-dimensional rules for each pair of attributes and evaluate their importance for predicting

a target attribute. Then, we evaluate the shapes of important two-dimensional rules to pick

up hidden important attributes that are under-estimated by conventional attribute selection

methods. After the shape evaluation, we re-calculate the ranking so that we can preserve

the important correlations. Intensive experiments show that the proposed method can select

important correlated attributes that are eliminated by conventional methods.
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1 Introduction

Attribute selection, also known as feature selection, is an important technique to

reduce computational costs for analyzing a target attribute in a database. For exam-

ple, assume that we want to know the risks of a certain disease from medical database

records. Each record in the database has attributes, say conditional attributes, that

contains various diagnosis results and also contains an attribute, say target attribute,

that indicates whether the patient becomes sick or not. If there are many conditional

attributes in the database, elimination of conditional attributes that are irrelevant to

the target attribute is important for an intensive analysis[2,3].

In ideal subset of attributes, each conditional attribute is highly correlated to

the target attribute but is not correlated to other conditional attributes[4,12,14]. Thus

conventional attribute selection methods select attributes that are highly correlated

to the target attribute and try to eliminate attributes that are correlated to the
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selected attributes. Such conventional methods did not pay attention to importance

of correlations among conditional attributes.

In real databases, there are many correlated attributes. For example, in a medical

diagnosis records, to analyze risks of metabolic diseases, we have to look both ”weight”

and ”height” of patients to find out whether she or he is overweight or not. In this

case these two attributes are said to be correlated attributes, as we can not predict

the risk by using one of the two attributes. Therefore, it is very important to take

into account such correlations.

Conventional attribute selection methods ignore such important correlation and

make it difficult to find the important knowledge that may exists in correlated at-

tributes, which also decreases classification or regression accuracy. In this paper, we

propose new attribute selection method that preserves such important correlated rules

on a pair of conditional attributes.

Figure 1 is an example of an important correlated rule in the diagnosis records.

The grey region indicates patients whose risk of disease is low. It means if patient’s

weight and height lies on this region, his/her risk is much lower than that of patients

lie outside the region.

Figure 1. Low risk region

Each attribute is independently considered in conventional methods. In fact,

when we observe only ”height”, it is difficult to decide whether a patient is risky or

not, since there are both risky and non-risky area in any height values. Conventional

methods tend to eliminate such attributes like ”height”. However, it is one of the

important attribute of the correlated rule for analyzing the risk and should not be

eliminated.

Our attribute selection processes as follows:

1. We evaluate each single attribute based on relevance to the target attributes

and rank the attributes by using conventional method.

2. We compute two dimensional rules like Fig.1 for each pair of attributes in the

database.
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3. We also rank the two dimensional rules based on the relevance to the target and

select some of the rules as significant.

4. We evaluate the shape of each significant two dimensional rule to find whether

both of the axis (attributes) of the region are necessary or not.

5. We re-rank the attributes so that the necessary axis (attributes) of significant

two dimensional rules can be preserved.

Figure 2 shows examples of two-dimensional rules. If shape of a rule is like (a),

the importance of “att2” is very low since we can judge the rule by “att1” only. On

the other hand, if shape of a rule is like (b), both attributes are necessary since we

have to look at both values to judge the rule (to judge whether it is inside the region

or not). Note that the edge value of “att2” of the rule varies widely. Conventional

attribute selection tends to under-estimates the importance of such attributes like

“att2” if we look the attribute independently. If both attributes contribute to the

two dimensional rule, we prioritize such attributes if they are under-estimated.

Figure 2. Shape examples

In this paper, we propose a new attribute selection method which can preserve

such important correlated attributes that is under-estimated by conventional attribute

selections. For example, both of “weight” and “height” in Fig.1 tend to be eliminated

in conventional attribute selection, while our method can select those attributes.

This paper is organized as follows: Section 2 defines the attribute selection prob-

lem for databases that contain correlated attributes. Section 3 describes how we

rank attributes and preserve important correlations in detail. Section 4 discusses re-

lated works. Section 5 discusses experimental results and findings. Finally, Section 6

concludes the paper by summarizing our main contribution.

2 Preliminaries

2.1 Attribute selection

Given an initial set of n conditional attributes f = {f1, f2, ..., fn} and a target

attribute ftarget. Attribute selection problem is to find a subset f ′ ∈ f with n′

attributes (n′ 6 n) that has better prediction accuracy for a given classifier[1,3,6].
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In general, conventional attribute selection methods proceed as follows[7].

1. Select some conditional attributes based on a certain criterion, such as “mutual

information” for categorical target and ”mean squared errors” for numerical

target, and make a candidate subset.

2. The candidate subset is evaluated based on prediction accuracy.

3. Add or remove attributes from the candidate subset and evaluate the modified

subset. During the process, keep the best subset found so far.

4. If a certain stopping condition is satisfied, then output the best subset, otherwise

repeat the process of “3”.

In the process of selecting conditional attributes, conventional methods evaluate each

single attribute to see how each attribute correlated to the target attribute.

As we mentioned in Section 1, there are many correlated attributes among con-

ditional attributes like Fig.1. The single attribute analysis can not handle such corre-

lations well. As a result, conventional methods may eliminate attributes of important

correlated rules (two-dimensional rules) like the example and it prevents us from

noticing important correlated knowledge about the target. Moreover, if we can use

two-dimensional rules in decision trees or regression trees, we can construct accu-

rate and compact prediction model[15,16]. Conventional attribute selections make it

difficult to utilize such accurate classifiers that uses two-dimensional rules.

2.2 Two dimensional rules

In order to handle the correlation problem, we use two-dimensional rules[5], which

are expressed as grid regions. For each pair of conditional attributes, we define an

N × N cell grid plane G. A grid region is a union of cells in G that are connected.

By using a grid region, we can divide a database D into Din and Dout, where Din is

a set of records inside the region and Dout is a set of records outside.

A two-dimensional rule is a grid region R that optimizes a certain criterion. For

classification problem, where target attribute is categorical, we use information gain,

Gain(R), defined as follows:

Gain(R) = −
|Din|

|D|

k
∑

c=1

pc(Din) log pc(Din) −
|Dout|

|D|

k
∑

c=1

pc(Dout) log pc(Dout)

In the formula, |D| is the number of records in D. k is the number of values

(classes) in the target attribute. pc(D) is the probability of the c-th target value in

D. We find R that minimizes Gain(R) as the optimal two-dimensional rule on G.

For regression problem, where target attribute is numerical, we use mean squared

error, MSE(R), defined as follows:

MSE(R) =
1

|D|

∑

r∈Din

(r[ftarget] − µ(Din))2 +
1

|D|

∑

r∈Dout

(r[ftarget] − µ(Dout))
2

where r is a record in a database. r[f ] is value of attribute f of a record r. µ(D) is

the mean value of the target attribute in D. We find R that minimizes MSE(R) in

regression problem.
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Though the problem of finding the optimal grid region is NP-hard, if the shape of

regions are restricted to be x-monotone, we can compute the optimal region efficiently

in O(N2 log N) expected running time [15,16], which is almost linear to the number of

cells in G. An x-monotone region is a grid region whose intersection with any vertical

line is undivided. For example, Fig.3(a) shows a region that is not x-monotone, since

the intersection of the vertical line A and the region is divided. In contrast, Fig.3(b) is

an x-monotone region. We can express an x-monotone region by a connected vertical

stripes.

Figure 3. X-Monotone region

2.3 Shape evaluation

We compute the optimal x-monotone region for each cell grid and evaluate the

regions by information gain or mean squared error. For some important regions whose

evaluation is good, we further examine the shape to evaluate the importance of the

regions’ attributes. Any x-monotone region R on a grid can be represented by two

vectors, say τ (R) = {t0, t1, ..., tm−1} and β(R) = {b0, b1, ..., bm−1}, and an xoffset

value.

Figure 4 shows examples of x-monotone regions and their vector representations.

As mentioned above, an x-monotone region is a connected m (m > 0) vertical stripes.

The xoffset value is the X-index of the leftmost stripe, of an x-monotone to start. Two

vectors, τ(R) and β(R), are sequences of the Y -index of top and bottom of stripes,

respectively, from the leftmost to the rightmost (the 0-th stripe to the (m − 1)-th

stripe).

We evaluate a shape of an x-monotone region R by flatness function, F lat(R),

as follows:

F lat(R) =max

{

∑m−1
i=0 (ti − µ(τ(R)))2

m
,

∑m−1
i=0 (bi − µ(β(R)))2

m

}
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Figure 4. Representation of X-mono. region

where µ(τ(R)) and µ(β(R)) are the mean value of τ(R) and β(R), respectively. Since

∑m−1
i=0 (ti − µ(τ(R)))2

m
=

m(
∑m−1

i=0 t2i ) − (
∑m−1

i=0 ti)
2

m2
,

F lat(R) can be computed by single scan of m stripes. The value of the flatness

function shows how the sequence of each vector is apart from the mean value.

The larger the value of the flatness function is, the more important the corre-

sponding two attributes are. We specify a threshold value, say minflat, and if the

value of the flatness function is larger than minflat, we prioritize the corresponding

attributes. An appropriate threshold will filter non-correlated attributes from the

correlated ones.

Example: The flatness value of the region of Fig.4(a), whose top and bottom vec-

tors are τ = {5, 4, 4, 7, 8, 9, 7, 5, 4} and β = {2, 1, 2, 3, 4, 4, 3, 3, 2}, is max{0.742, 0.889}

= 0.889. On the other hand, the flatness value of the region 4(b), whose top and

bottom vectors are τ = {5, 5, 4, 4, 4, 4, 4, 4, 5, 5} and β = {1, 0, 0, 0, 0, 1, 1, 1, 1, 1}, is

max{0.240, 0.240} = 0.240. Note that the flatness value of the left region is much

higher than that of the right one.

3 Attribute Selection by using 2D Rules

3.1 Single attribute evaluation

Assume we have n conditional numeric attributes, f1, f2,..., fn, in a database.

First of all, we compute evaluation score for each single attribute. Let e(f) be the

evaluation score of attribute f .

For classification problem where the target attribute is categorical, we used the

following formula e(f), which is based on information gain which is widely used in

conventional attribute selection[8].

e(fi) = −
∑k

c=1 pc log pc −
∑vmax

v=vmin
pv

∑k

c=1 pc|v log pc|v
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In the formula, pc is the probability of the c-th target value (class), v is a value

of fi (vmin 6 v 6 vmax), pv is the probability of the value, and pc|v is the conditional

probability of pc given the value v.

For regression problem, we adopted the following evaluation attribute, which is

used in the Regressional ReliefF (RReliefF)[17]. In the evaluation, difference of an

attribute fi between two records, say k and l, is defined by the following function[13]:

d(fi, k, l) =



















0 |x(l,i) − x(k,i)| 6 teq ;

|x(l,i) − x(k,i)| − teq

tdiff − teq

teq < |x(l,i) − x(k,i)| 6 tdiff ;

1 tdiff < |x(l,i) − x(k,i)|

In the function, x(k,i) denotes the (k,i)-th element of the database and teq and

tdiff are the threshold values. In our experiments, we use the default threshold values

of RReliefF.

We randomly choose a record, say k, and compute the difference of the target

attribute from the k-th record and choose the K nearest records. Let SK be a set

of the K nearest records. Using SK , we compute the average difference of ftarget,

d̄(ftarget), and the average difference of fi, d̄(fi). We also compute the average

conditional difference which is defined as follows:

d̄(ftarget|fi) =
∑

l∈SK

d(ftarget, k, l) ∗ d(fi, k, l)/K

We iteratively compute these values and evaluate the attribute fi as follows:

e(fi) =
d̄(ftarget|fi) ∗ d̄(fi)

d̄(ftarget)
−

(1 − d̄(ftarget|fi)) ∗ d̄(fi)

1 − d̄(ftarget)

Without losing generality, we normalize the evaluation score so that we can make

the value range into [0 − 1].

3.2 Region evaluation

Next, we compute two dimensional rules to handle correlations among conditional

attributes. For each pair of n conditional attributes, we make an N × N cell grid

G. We decide the size of N so that we can make the density (average number of

records per one cell) around 5, which we empirically found that the density value of

5 produces relatively accurate prediction models[8,9]. For example, if we have 2000

records, we set N =
√

2000/5 = 20.

For each grid G, we compute the optimal x-monotone region and y-monotone

region. Since the optimal x-monotone region and the optimal y-monotone region are

not the same, we have to examine both. We have developed an efficient algorithm

for computing optimal x-monotone region [15,16,5]. Given a grid, we pre-compute can-

didates of the top and the bottom index for each vertical stripe from left to right.

During the dynamic programming of the pre-computation, we maintain the best inter-

mediate value and finally identify the position of the right-most stripe of the optimal

region. Then, from the right-most stripe, we construct the optimal x-monotone region

from right to left using the candidate indices. The algorithm computes the optimal
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x-monotone region in O(N2logN). The algorithm is efficient enough to compute all

optimal x and y monotone regions for each pair of attributes. Because of the space

limitation, we can not describe the detailed algorithms here but you can find the

details of the algorithm in Ref.[5].

We compute evaluation score for each optimal region (two-dimensional rule) and

let e(R) be the evaluation score of R. We use Gain(R) and MSE(R), defined in

Section 2, as e(R) for classification and regression problem, respectively. As same as

single attribute evaluation, we also normalize the evaluation score.

We select regions whose evaluation is better than a user specified threshold value,

say min2D. We call the selected regions “significant regions”. Though significant

regions and their corresponding attributes are worth to select, some of significant

regions like Fig.2(a) can be judged by single attribute analysis. Therefore, for each

significant region, we examine the shape to find whether both attributes of the region

are necessary or not. We use the flatness function, F lat(R), which is defined in Section

2, to evaluate the shape of a region R. If the F lat(R) is larger than a threshold value

minflat, we call such a region R a “shapely region”. We prioritize both x-axis and

y-axis attribute of each shapely region.

3.3 Re-Ranking attributes

Let e(f) is the evaluation of an attribute f , e(R) is the evaluation of a region

R. Let G(i,j) is a grid whose x attribute and y attribute are fi and fj , respectively.

Similarly, let R(i,j) and Rj,i are the optimal x-monotone region and the optimal y-

monotone region, resp., on G(i,j).

A shapely significant region R satisfies e(R) > min2D and F lat(R) > minflat

and is considered to be an important correlation. Therefore, we prioritize both x-axis

attribute and y-axis attribute of each shapely significant regions.

Let Rs be the set of all shapely significant regions. The evaluation of attribute

fi is updated to max{e(fi), ei(R
s)}, in which ei(R

s) is the average evaluation of

shapely significant regions whose one of the axis is fi. In order to find each attribute

evaluation value for this re-ranking step, we define ei(R
s)as follows:

ei(R
s) =

∑

R∈R∗,i∈Rs e(R) +
∑

R∈Ri,∗∈Rs e(R)

|R∗,i ∈ Rs| + |Ri,∗ ∈ Rs|

where R∗,i ∈ Rs is a set of shapely regions whose y attribute is fi and |R∗,i ∈ Rs| is

the number of shapely regions whose y attribute is fi. Similarly, Ri,∗ ∈ Rs is a set of

shapely regions whose x attribute is fi.

Example: Assume we have four attributes, f1, f2, f3, f4 and their evaluation

score are e(f1) = 0.6, e(f2) = 0.5, e(f3) = 0.5, e(f4) = 0.4. Assume the evaluation

scores of regions are as following table. In the table, e(Ri,j) is in the (i, j)-th element

and we underlined the shapely significant regions.

f1 f2 f3 f4

f1 0.2 0.4 0.3

f2 0.3 0.8 0.2

f3 0.7 0.6 0.2

f4 0.5 0.5 0.6



Taufik Djatna, et al.: Attribute selection for numerical databases that... 133

Since e1(R
s) = 0.5 and the single attribute evaluation is better, e(f1) is not updated.

Note that 0.3 and 0.7 of the first column are not shapely significant and all the first

row are not shapely significant. On the other hand, since e2(R
s) = 0.7, e(f2) is

updated to 0.7. Shapely significant regions of the second column and row is 0.6 and

0.8. Similarly, e(f3) is updated to 0.7 and e(f4) is updated to 0.5.

This re-ranking warrants to revive any important abandoned (discarded or lower

ranked) attributes in a correlated numerical database. After the re-evaluation, we sort

the attributes according to the updated evaluation. Then, we select the top n′ < n

attributes. We interactively find adequate n′ so that the prediction accuracy of the

projected database is maximized. In this process, we used popular classifiers C4.5

for classification problem, and SMOreg for regression problem, that are provided in

WEKA environment[18].

4 Related Works

Jakulin and Bratko initiated the study of the correlation problems in which they

called attribute interactions [10,11]. Attribute interactions are the irreducible depen-

dencies between attributes. They developed the interaction gain measure to identify

whether data sets have interaction. This measure can detect 2-ways and 3-ways in-

teractions. In definition, the 2-ways interactions are between one attributes and the

target attribute. The 3-ways interactions are between two attributes and the target

attribute. Jakulin and Bratko assumed that correlation in database as a special form

of attribute interaction[11].

Their result is comparable to our proposed method, which utilizes the 2D rules

on the dataset. Our first advantage is that the 2D rules ensure the mapping of

two attributes correlation characteristic in form of x-monotone regions. The second

advantage is that our shape evaluation warrant to detect significant regions as cor-

related attributes in higher-interdependencies among attributes. Our method also

shows clearly the importance of both single and correlated attributes in the selection

result.

Using Jakulin and Bratko’s work, Zhao and Liu[19] considered the searching for

interacting attributes problem with the key issues hindering the use of consistency

measure. Consistency measure is defined by inconsistency rate which is calculated as

the ratio of the inconsistency count on its number of data items element. Inconsis-

tency count is the number of the same valued data items in an attribute that have

different target attributes. In order to handle attribute interactions, they add con-

sistency measure with consistency contribution indicator. This indicator shows how

significantly the elimination of attributes will affect attribute consistency. They use a

step called backward elimination to evaluate and find each attribute interaction. For

the purpose of individual ranking, symmetrical uncertainty was applied. Symmetri-

cal uncertainty is a fast correlation measure to evaluate the relevance of individual

attributes[18].

In comparison to the work of Zhao and Liu[19], we explore the characteristics

of 2D rules over all attributes. 2D rules provide us visualization of two attributes

relation within x-monotone shapes. Our flatness and shape evaluation effectively

find all correlated attributes of the significant region on certain shape threshold.

These predefined thresholds are set to prune less important attributes, which will
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lead to higher accuracy. Using re-ranking mechanism, our approach warrants to give

priority for both single and correlated attributes based on their importance to the

determination of the target class. We found this capability is missed in other attribute

selection methods. Furthermore, the proposed method directly support for regression

problem as well, while Zhao and Liu’s method did it with additional steps.

5 Experimental Results

We evaluate the effectiveness of the proposed method through intensive experi-

ments by using various real datasets.

5.1 Dataset

We used sixteen datasets, eight of them are for classification problems and the

rest are for regression problems. All of those datasets are provided by the UCI ML

Repository[1]. Brief statistics about these datasets are summarized in Table 1. In the

table, “#attr” shows the number of attributes and ”size” shows the number of records

in the dataset, and ”type” indicates the type of the problem, i.e., classification (c) or

regression (r).

Table 1 Summary of datasets

Dataset #attr size type

Credit german 7 1055 c

Heart StatLog 13 351 c

Ionosphere 35 351 c

Pima diabetes 8 768 c

Labor 17 57 c

Hepatitis 20 155 c

Breast-w 10 699 c

Collic 28 368 c

Body fat 15 252 r

Pharynx 12 195 r

Pollution 15 60 r

Sensory 12 579 r

LowBirthWeight 10 189 r

AutoMPG 8 398 r

Wisc.Cancer 33 194 r

ElNino 9 782 r

5.2 Under-Estimated attributes

We examined how the evaluation of attributes are updated if we take into ac-

count the correlations. In this experiment, we compared e(fi) and ei(R
s) for each

attribute of Pima diabetes dataset. Table 2 summarizes the difference of the evalua-

tion. We use the threshold value minflat= 0.5 for distinguishing significant regions,

which we empirically find to be adequate in separating correlated attributes. Notice

that we compare the threshold value with the mean squared error of both top and

bottom stripes in an x-monotone shape. However this value is dependent to the data

characteristic, hence it is open to explore for different data set.
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Table 2 Evaluation of attribute

i Name e(fi) ei(R
s)

1 Plas 0.1901 0.0670

2 Mass 0.0749 0.0746

3 Age 0.0725 0.0975

4 Insu 0.0595 0.0662

5 Skin 0.0443 0.0752

6 Preg 0.0392 0.1446

7 Pedi 0.0208 0.4026

8 Pres 0.0140 0.0722

We highlight prominent values that significantly higher than that of conventional

single attribute evaluation. This shows some of the attributes are under-estimated if

we take into account the correlation among attributes. It also shows the proposed

method can select such under-estimated attributes adequately.

5.3 Shapely significant region

Figure 5 is an example of a shapely significant region which we found in Pima

diabetes dataset. The x-axis and y-axis of the region are “insu” and “skin”, respec-

tively. Note that we have to see both attributes’ value in order to judge whether a

record is inside the region or not.

Figure 5. Shapely region from Pima diabetes

5.4. Accuracy

We examine the proposed method by comparing accuracy of selected attributes.

For classification cases, we compared the accuracy of each dataset (in %) using C4.5

decision trees, which is one of the most popular classifiers. We performed 10-fold

cross-validation method. Similarly, for regression cases, we compared the root of

mean squared error of SMOreg classifier. We set min2D to 0.5 in these experiments.

We empirically found that this value produces adequate shapely regions on both

classification and regression problems.

We, then, compute a ranking of attributes and reduce the number of attributes

so that the accuracy of the projected datasets is maximized. We also compute the
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accuracy of two representative attribute selection methods, Correlation based Feature

Selection (CFS)[7] and ReliefF[12]. Both are attribute selection methods that can

handle classification and regression cases as our proposed method built. Both are

available in the WEKA environment[18].

CFS[7] assumes that useful attribute subsets contain attributes that are predictive

of the target variable but uncorrelated with one another. CFS computes the merit of

a attribute subset from pairwise attribute correlations. A heuristic search is used to

traverse the space of attribute subsets in reasonable time; the subset with the highest

merit found during the search is reported. CFS thus also determines the number of

returned attributes.

The ReliefF[12] algorithm has been designed for multiclass problems and is based

on the k nearest neighbors from the same attribute class. Relief algorithms represent

quite original approach to attribute selection, that is not based on evaluation of one-

dimensional probability distributions.

Table 3 and 4 show the average of the 10-fold cross-validation results for clas-

sification and regression problem respectively. As for the classification accuracy, the

proposed method achieved the best among the three methods if we compared the

average accuracy. As for the regression accuracy, CFS’s accuracy is the best, while

the proposed method is the second, the differences are small and we can conclude the

accuracy of the proposed methods is comparable.

Table 3 Classification accuracy

Dataset Proposed CFS ReliefF

Credit german 69.20 71.00 70.30

Heart StatLog 83.33 80.74 76.67

Ionosphere 91.45 89.74 91.17

Pima diabetes 77.80 76.69 77.34

Labor 77.19 78.95 73.68

Hepatitis 91.94 80.65 83.87

Breas-w 94.99 94.56 94.56

Collic 68.75 66.30 66.30

Average 81.83 79.83 79.23

Table 4 Regression accuracy

Dataset Proposed CFS ReliefF

Body fat 1.3083 4.8681 4.4827

Pharynx 352.3265 311.9828 352.3265

Pollution 37.3346 39.3228 40.316

Sensory 0.7838 0.8281 0.8280

LowBirthWeight 387.306 372.64 387.306

AutoMPG 2.2585 32.2585 2.2602

Wisc.Cancer 26.6994 26.9043 27.3683

ElNino 0.2236 0.2291 0.2232

Average 101.0300 98.6292 101.8888

Table 5 is the number of attributes in the reduced datasets. CFS reduces the

most, while the reduction size of ReliefF and our method are almost same. For

example, in the Pima diabetes, the proposed method selects seven attributes and
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eliminates the ”insu” attribute. This dataset results 77.80% accuracy. On the other

hand, CFS selects four attributes and the accuracy is 76.69%.

Table 5 Number of attributes

Dataset Proposed CFS ReliefF

Credit german (21) 5 3 20

Heart StatLog (13) 6 7 13

Ionosphere (34) 32 14 33

Pima diabetes (8) 7 5 8

Labor(17) 4 7 17

Hepatitis (20) 10 10 19

Breast-w (10) 7 9 10

Collic (28) 15 2 27

Body fat (15) 14 2 14

Pharynx (11) 10 4 11

Pollution (16) 14 5 15

Sensory (12) 11 7 11

LowBirthWeight(10) 9 4 9

AutoMPG (8) 7 7 7

Wisc.Cancer(33) 20 16 33

ElNino (9) 8 3 8

We remark that the accuracy results in this experiments are the results of con-

ventional classifiers, i.e., C4.5 and SMOreg. Since conventional attribute selection

methods try to find the subset of attributes that maximizes accuracy of such conven-

tional classifiers. If we use two-dimensional rules in decision trees and regression trees,

we can construct more accurate trees than conventional classifiers [15,16]. Moreover, as

we mentioned, conventional methods tend to eliminate important correlations among

attributes, while we can preserve such correlations.

5.5 Performance

In this section, we examine the time to compute the whole attribute selection

process. The proposed method is implemented with Java Standard Edition Release

1.6.0x and MySQL5.1. All experiments were performed on a machine of Pentium-4,

3.06GHz CPU and 1.5GB RAM on the Microsoft Windows XP professional.

Table 6 shows the time (in seconds) to compute subset of attributes and find

reduced dataset. We compared the time of our method to results of CFS and ReliefF.

We find that the proposed method demands for higher computational cost compared

to CFS and ReliefF since we have to compute all pairs of conditional attributes. In

this literatures, even though ReliefF is known to be suffered by high dimensional data

if n becomes large (n > 20) [13], the time is faster than our method. Though it takes

time compared to conventional methods, the proposed method has demonstrated the

ability to preserve important correlations. Notice that reputation of ReliefF is very

good even if it takes time compared to other attribute selection methods. We think

that the quality of selected attributes is more important than faster computation in

the attribute selection problem.
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Table 6 Performance

Data set Proposed CFS ReliefF

Credit german 13.01 0.06 0.75

HeartstatLog 17.70 0.22 1.08

Ionosphere 167.43 2.01 11.80

Pima diabetes 27.60 0.04 1.93

Labor 14.70 7.17 11.7

Hepatitis 10.10 1.00 1.19

Breast-w 79.0 9.00 22.10

Collic 15.10 2.27 12.7

Body fat 23.61 0.31 1.55

Pharynx 11.60 0.72 2.33

Pollution 19.58 0.11 2.11

Sensory 38.67 0.33 9.90

LowBirthWeight 2.68 1.30 2.20

AutoMPG 6.62 4.70 6.10

Wisc.Cancer 10.45 1.00 1.3

ElNino 57.68 20.01 56.90

Average 32.22 3.14 9.10

Moreover, by preserving correlations we can increase prediction accuracy and can

find important knowledge about the target attribute like an example of Fig.1 that

is tend to be eliminated by conventional methods. Thus, the proposed method has

demonstrated the ability to increase the accuracy of learning performance by reducing

irrelevant attributes within data set and preserve important correlated attributes that

are important to the determination of target attribute.

6 Conclusions

In this paper, we proposed new attribute selection method that preserve im-

portant correlations among conditional attributes, which are ignored in conventional

methods. We demonstrated the effectiveness of our approach using real datasets. We

also showed that the proposed method works well in both classification and regression

problem.

This work inspires further works on in the attribute selection problem. To handle

correlations among more than three attributes are one of our challenging future works.

We are also interested in how we can improve the time to solve the attribute selection

problem.
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