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Abstract Emergency management is a process by which all individuals, groups, and
communities manage hazards in an e�ort to avoid or ameliorate the impact of disasters
resulting from the hazards. Emergency responsework
o w is dynamic becausethere are lots
of uncertainties with the course of hazard development and rescuee�ort. Existing dynamic
work
o w modeling technologiesare not su�cien t to describe the complex emergencyresponse
processeswhich are context aware and data-driv en. In this paper, we proposean intelligent
agent based approach to supporting the emergency response process management. The
approach integrates BDI (Belief-Desire-Intention) agents with WIF A work
o w model, which
was developed in our previous work, to a powerful tool for truly dynamic work
o w modeling
and enactment. A BDI agent is an intelligent agent. Beliefs represent the informational
state of the agent - in other words its beliefs about the world. Desires (or goals) represent
the motiv ational state of the agent. They represent objectiv es or situations that the agent
would lik e to accomplish or bring about. Intentions represent the deliberative state of the
agent: what the agent has chosen to do. Intentions are desires to which the agent has to
someextent committed. Work
o ws represent sequencesof actions that an agent can perform
to achieve one or more of its intentions. Basedon this approach, we developed an emergency
responsetraining tool which is customizable for individual organization use and scalable to
incident responsesettings from rural to urban domestically and foreign outp osts for military
applications, and can operate at a holistic exerciselevel.
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1 In tro duction

Emergencymanagement is a processby which all individuals, groups, and com-
munities managehazards in an e�ort to avoid or ameliorate the impact of disasters
resulting from the hazards. It involves four phases: mitigation, preparedness,re-
sponse,and recovery. Mitigation e�orts attempt to prevent hazards from developing
into disasters altogether, or to reduce the e�ects of disasters when they occur. In
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the preparednessphase, emergencymanagersdevelop plans of action for when the
disaster strikesand analyze and managerequired resources.The responsephaseex-
ecutesthe action plans, which includes the mobilization of the necessaryemergency
servicesand dispatch of �rst respondersand other material resourcesin the disaster
area. The aim of the recovery phase is to restore the a�ected area to its previous
state. E�ectiv e emergencymanagement relies on thorough integration of emergency
plans at all levels of government and non-government involvement.

Given the complexity of emergencyincidents and emergencyresponseprocess,
it is highly desirable to have a computerized tool to assist emergencymanagersand
�rst responders in taking appropriate actions in accordancewith the departmental
plan e�ectiv ely. A well designedand developed work
o w tool could provide process
control of the emergencyproceduresto ensurethat they are completed in the correct
order and on time. The workload, stressand chanceof human error during emergency
operation may be reducedwith such a tool in place[13] .

One of the most important features that emergencyresponsework
o ws possess
is high 
exibilit y[12] . During the course of an emergencyevent, there are lots of
uncertainties which cannot be predicted before it happens. No incident and the
responseto the incident would follow any prede�ned �xed work
o w to progress.This
is totally di�eren t from normal manufacturing system work
o ws where, once the
work
o w is established, the users just execute it repeatedly without the necessity
of frequent modi�cation. Therefore, emergencyresponse work
o ws are typical of
dynamic work
o ws.

On the other hand, all responding agenciesmanagepeople,equipment, facilities,
and supplies to accomplish their tasks. However, emergenciescan require more spe-
cialized and larger quantit y of resourcesthan the responding agencieshave available.
Resourcemanagement is a critical part of emergencymanagement and rangesfrom
determining needsto �nding and staging resourcesto meet these needs. Resource
Management doesnot fall under a centralized control element, but is coordinated from
the Emergency Operations Centers (EOC) during emergencyoperations[14] . When
an agencyreceivesa resourcerequest, it checks its resourceavailabilit y. If the agency
cannot satisfy the requestor'sneeds,then the requestor needsto sendthe request to
other agencies.Therefore, the work
o w is data driven. The biggest issuehere is the
coordination between the resourcerequesting and serving units. Spatial and orga-
nizational distribution of the participating emergencymanagement agenciesresults
in distributed knowledge, distributed control and hencesuboptimal resourceusage.
This results in very complex processeswith many alternativ e paths and sectionsthat
cannot be planned in advance.

Current emergencyresponsepractice is predominantly basedon static pre-planning
with assumptionsbeing made about the event. This approach su�ers in
exibilit y in
the face of novel events characterised by high urgency and the evolving operational
conditions[3] . It is impractical to assemble an exhaustive list of potential major events
and develop the corresponding responseplans. One solution to this is dynamically
composing responsework
o w on-the-
y basedon what's happening in the �eld.

Intelligent Agents have traditionally beenapplied to the control and optimization
of industrial transport and production processes. In contrary to that, research on
work
o w management and agents in businesscontexts is more involved with human
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processes,typically in the domain of administration and services[2] . In this paper,
we intro duce the design of an intelligent agent basedemergencyresponsework
o w
model. BDIw (Belief-Desire-Intention-Work
o w) agents are usedto simulate various
types of emergencyresponding agencies,while a trainee only needsto interact with
thesesimulated agenciesin the processof emergencyresponse. A BDIw agent is an
intelligent agent. Beliefs represent the informational state of the agent - in other
words its beliefs about the world. Desires(or goals) represent the motivational state
of the agent. They represent objectives or situations that the agent would like to
accomplish or bring about. Intentions represent the deliberative state of the agent:
what the agent has chosen to do. Intentions are desiresto which the agent has to
someextent committed. Work
o ws represent sequencesof actions that an agent can
perform to achieve oneor more of its intentions. Messagesexchangedbetweenagents
and the responders are coded in the standard XML format. The intelligent based
work
o w framework helps achieve a truly dynamic work
o w modeling and execution
by making on-the-
y decisionson the paths to proceedwith basedon real-time data
and events.

The BDI framework o�ers a few distinguished advantages which help address
the challengesthat we have mentioned above. For example, the BDI paradigm is
based on folk psychology, where the core concepts of the paradigm map easily to
the languagepeople use to describe their reasoningand actions in everyday life [9] .
Besides,the BDI paradigm is a relatively mature framework and hasbeensuccessfully
usedin a number of medium to large scalesoftware systems. In Ref. [11], Shendarkar
et al. applied an extended BDI framework to simulate crowd evacuation from an
area under a terrorist bomb attack. As part of on-going research into optimizing
the responseto large-scaleemergencies,an agent-based simulation system developed
to evaluate di�eren t rescueplans is presented in Ref. [5]. In Ref. [8], agent-based

o od evacuation simulation of life-threatening conditions using vitae system model
is discussed. The authors of Ref. [3] intro duced an integrated framework aimed at
adaptive co-ordination of emergencyresponse to dynamic, fast evolving and novel
events on a large-scale.The proposedframework consistsof a decision-support system
and an agent-basedsimulation of emergencyresponseto large-scaleevents occurring in
real geographicallocations. In Ref. [4], Gonzalezpresented a crisis responsesimulation
model architecture combining a discrete-event simulation environment for a crisis
scenario with an agent-based model of the response organization. There are also
other e�orts in intelligent agent basedemergencyresponsereported, but we didn't
�nd any work that combinesthe advantage of both work
o w technology and software
agents in achieving dynamic work
o w to emergencyresponse.

Basedon the BDIw approach, we developed a training tool which allowsEOCs to
train their personnel. Traditionally , emergencyrespondersare trained through exer-
cises.There are three major typesof exercises:table top exercises,functional exercises
and full scalesexercises.All these training approachesrequire signi�can t amount of
planning time and are very costly in execution. Therefore, it is of paramount urgent
to design and develop a computer-basedtraining tool which allows users to easily
construct training scenariosat scalesthey want to get trained, and conduct the train-
ing at the convenienceof their desktops. Out tool has many distinguished features,
including: (1) It is customizable for individual organization use. (2) It is scalableto
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incident responsesettings from rural to urban domestically and foreign outposts for
military applications. (3) It operatesat a holistic exerciselevel.

An appropriate control structures allows the agents to function based on data
rather than explicit procedural instructions. With this in mind, our agents are devel-
oped such that they are extensible without requiring additional programming. This
is to be comparedto the JACK BDI programming extension in which all capabilities
are explicitly programmed[6] . E�ectiv e incident management presents a number of
challengesto the responsible agencies[7] .

The rest of the paper is organized as follows: BDI agents and WIFA work
o w
model are brie
y intro duced in Section I I. BDIw framework, its components and its
application to emergencyresponsework
o w modeling is presented in Section I I I. An
example that shows how the system handles a resourcerequest from an emergency
management center step-by-step is given in Section IV. Section V summarizesthe
contribution of the paper.

2 BDI Agen ts and WFIA W ork
o w

The BDIw agent integrates the conceptsof a BDI agent and the WIFA work
o w
model. We brie
y describe thesetwo BDIw components in this section.

2.1 BDI agent overview

The belief-desire-intention (BDI) agent architecture is a prominent architecture
in agent-oriented software engineering. It is intended for agents that are carrying
out \practical reasoning", which coversmany real-world applications such as logistics
and manufacturing. This is basedon the work of the philosopherMichael Bratman [1] .
Practical reasoningis de�ned as reasoningtoward actions, as opposedto theoretical
reasoning,which is reasoningabout beliefs. Practical reasoningcan be broken down
further into two activities: deliberation (deciding what goals to achieve) and means-
end reasoning(how to achieve a goal)[15] .

Beliefs represent the informational state of the agent - in other words its beliefs
about the world (including itself and other agents). Beliefs can also include inference
rules, allowing forward chaining to lead to new beliefs. Typically, this information
will be stored in a database (sometimes called a belief base), although that is an
implementation decision. Desires (or goals) represent the motivational state of the
agent. They represent objectivesor situations that the agent would like to accomplish
or bring about. Examples of desiresmight be: �nd the best price, go to the party or
become rich. Intentions represent the deliberative state of the agent: what the agent
has chosen to do. Intentions are desires to which the agent has to some extent
committed (in implemented systems, this means the agent has begun executing a
plan). Plans are sequencesof actions that an agent can perform to achieve one or
more of its intentions.

A simple loop of execution for a BDI agent is as follows [10] :

� generateoptions from event queue;

� deliberate over options;

� update the intentions stack with the selectedoptions;
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� executeintentions;

� get new external events;

� drop successfulattitudes;

� drop impossibleattitudes.

This control 
o w re
ects important components of practical reasoning: option
generation, deliberation, execution, and intention handling. But it does not show
how an intention is executedand how a plan is structured in general. In this paper,
we extend the BDI model by (1) using formal work
o ws to represent plans to ful�ll
intentions, and (2) representing each task in a work
o w using an adaptor, which is an
executableprogram. The extended BDI model is call BDIw model, where w stands
for work
o ws.

2.2 Basic WIFA work
ow model

This section only givesa brief overview of WIFA model. A detailed description
is available in Ref. [12].

A work
o w is composed of tasks that are executed according to some order
speci�ed by precedence constraints. The preset of a task Tk is the set of all tasks that
are immediate predecessorsof the task, denoted by *Tk ; the postset of Tk is the set
of all tasks that are immediate successorsof the tasks, denoted by Tk *. If jTk * j > 1,
then the executionof Tk might trigger multiple tasks. Supposef Ti , Tj g � Tk *. There
are two possibilities: (1) Ti and Tj can be executedsimultaneously, and (2) only one
of them can be executed,and the execution of one will disable the other, due to the
con
ict between them. We denote the former caseby cij = cj i = 0, and the latter
caseby cij = cj i = 1.

In WIFA, a work
o w is de�ned as a 5-tuple: WF = (T , P, C, A, S0), where
1) T = f T1, T2, . . . , Tm g is a set of tasks, m > 1.
2) P = (pij )mxm is the precedence matrix of the task set. If Ti is the direct

predecessorof Tj , then pij = 1; otherwise, pij = 0.
3) C = (cij )mxm is the con
ict matrix of the task set. cij 2 f 0, 1g for i= 1, 2,

. . . , m and j =1, 2, . . . , m.
4) A= (A(T1), A(T2), . . . , A(Tm )) de�nes pre-condition set for each task. 8Tk 2

T,A(Tk ): *Tk ! 2� Tk . Let set A0 2 A(Tk ). Then Ti 2 A0 implies pik = 1.
5) S0 2 f 0, 1, 2, 3gm is the initial state of the work
o w.
A state of a work
o w describes the execution status of each task at a time. It

is denoted by S = (S(T1), S(T2), . . . , S(Tm )), where S(Ti ) 2 f 0, 1, 2, 3g. S(Ti ) =
0 means Ti is not executable at state S and not executed previously (by previously
we mean before state S is reached); S(Ti ) = 1 meansTi is executable at state S and
not executed previously; S(Ti ) = 2 meansTi is not executable at state S and executed
previously; and S(Ti ) = 3 meansTi is executable at state S and executed previously.

At the initial state S0, for any task Ti 2 T, if there is no Tj such that pj i = 1,
then S0(Ti ) = 1; otherwise S0(Ti ) = 0.

A task that hasno predecessordoesnot needto wait for any other task to execute
�rst. In other words, the task is executableimmediately. We assumethat there is one
and only onesuch task in a work
o w, called start task. It constitutes the initial trigger
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of a work
o w. We alsoassumethere is oneand onetask that hasno successors,which
is the end task. The execution of an end task marks the completion of a work
o w.

The dynamicsof a WIFA work
o w model arecaptured by state transitions. State
transitions are guided by the following two rules:

If Sa(Ti )Sb, then 8Tj 2 T,
1) If Tj = Ti then Sb(Tj ) = 2;
2) If Tj 6= Ti then the state value of Tj at new state Sb dependson its state value

at state Sa . We consider four cases:
CaseA { Sa(Tj ) = 0:
If pij = 1 and 9A 2 A (Tj ) such that Sb(Tk ) = 2 for any Tk 2 A, then Sb(Tj ) =

1; otherwise Sb(Tj ) = 0.
CaseB { Sa (Tj ) = 1
If cij = 0 then Sb(Tj ) = 1; otherwise Sb(Tj ) = 0.
CaseC { Sa(Tj ) = 2
If pij = 1 and 9A 2 A (Tj ) such that Sb(Tk ) = 2 for any Tk 2 A, then Sb(Tj ) =

3; otherwise Sb(Tj ) = 2.
CaseD { Sa(Tj ) = 3
If cij = 0 then Sb(Tj ) = 3; otherwise Sb(Tj ) = 2.
A well-formed work
o w is a work
o w in which there are no dangling tasks and

given any reachable state, there is always a path leading the work
o w to �nish. A
confusion-freework
o w is a well-formed work
o w such that:

1) Either all tasks triggered by the sametask are in con
ict, or no pair of them
is in con
ict.

2) A task becomesexecutableeither whenall of its predecessortasksareexecuted,
or when any one of them is executed.

From the perspective of triggering condition and relation among triggered tasks,
tasks in a confusion-freework
o w can be classi�ed into four types: AND-in-AND-
out, AND-in-X OR-out, XOR-in-AND-out , and XOR-in-X OR-out. As indicated by
the name, for example, a task belongsto this classof AND-in-AND-Out i� it is not
executableuntil all its direct predecessortasks are executed,and after it is executed,
all its direct successortasks can be executedin parallel.

Figure 1 shows a six-task work
o w, in which T3 and T4 are in con
ict (i.e., T2 is
a AND-in-X OR-out task) and T5 is executableafter either T3 or T4 is executed(i.e.,
T5 is an XOR-in-AND-out task). In WIFA notation, T = f T1, T2, T3, T4, T5, T6g. P
is a 6x6 matrix with p12 = p23 = p24 = p35 = p45 = p56=1 and all other pij =0. C is
also a 6x6 matrix with c34 = c43=1 and all other cij =0. A(T1) = ? , A(T2) = f T1g,
A(T3) = A(T4) = f T2g, A(T5) = ff T3g, f T4gg, A(T6) = f T5g. The initial state S0

= (1, 0, 0, 0, 0, 0). T1 is the only task executableat the initial state S0. When T1 is
executed,T2 is triggered, and the new state is S1 = (2, 1, 0, 0, 0, 0). The execution
of T2 will trigger both T3 and T4, and the new state after the execution is S2 = (2,
2, 1, 1, 0, 0). No we can selecteither T3 or T4 for execution. Supposewe executeT3

at S2, then it follows from the state transition rules that the resultant state is S3 =
(2, 2, 2, 0, 1, 0), where S3(T4) = 0, meaning T4 is no longer executable becauseit
con
icts with T3. Executing T5 at S3 results in S4 = (2, 2, 2, 0, 2, 1). Executing T6

at S4 results in S5 = (2, 2, 2, 0, 2, 2), and the work
o w execution is �nished.
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Figure 1. A six-task work
o w

2.3 Resource-Constrained work
ow model

A resource-constrainedwork
o w is de�ned as RCW F = (W F; Rc; Rp; ES0),
where

1) WFCS: The control 
o w as de�ned in De�nition 1.
2) Rc = (Rc(T1), Rc(T2), . . . , Rc(Tm )) describes the quantit y of each type of

resourceconsumption in a task execution, with Rc(Tk ) = f r c
k1; r c

k2; : : : ; r c
kn g, where

r c
k j represents the quantit y of the resourceof type j consumed(or held) when task

Tk is executed.
3) Rp = (Rp(T1), Rp(T2), . . . , Rp(Tm )) describes the quantit y of each type of

resourceproduction in a task execution, with Rp(Tk ) = f r p
k1; r p

k2; : : : ; r p
kn g, where r p

k j
represents the quantit y of the resourceof type j produced(or released)when task Tk

is executed.
4) ES0 = (S0, R0) is the initial state, with S0 2 f 0, 1, 2, 3gm being the state

element of the underline basic WIFA work
o w WF and R0, the value of R at the
initial state, being the element representing the availabilit y of resources.

Task Tk at state ESi is said to be executable if and only if it meets all of the
following:

1) Control-Ready: Si (Tk ) 2 f 1, 3g, which means Tk is triggered in terms of
control 
o w. In another words, from the control 
o w aspect of the work
o w, the task
has to be triggered by its predecessor(s).

2) Resource-Ready: Rc(Tk ) 6 Ri , a task, Tk ; requires a certain amount of re-
sourcesin order to be executed. If the current set of resources,R i , does not have
su�cient resourcesrequired to executethe task, then the task is not executable.

Once the task is executed, the new state ESj = (Sj , Rj ) will be determined
according to the following rules:

1) Sj is changedaccording to the state transition rules of basic WIFA work
o w.
2) The resourcestate R j is derived from the previous resourcestate R i , resource

consumedby Tk , Rc(Tk ), and resourceproducedby Tk , Rp(Tk ), according the follow-
ing formula:

Rj = Ri � Rc(Tk ) + Rp(Tk )

Notice that the resouce-constrainedwork
o w model presented is slightly di�eren t
from the onewe de�ned in (Wang, Tepfenhart and D. Rosca2009), in which decision
criteria are part of the model. In BDIw model, the decision-makingpart of the overall
work
o w is handled by BDI agents.

3 BDIw Framew ork

The Belief-Desire-Intention-Work
o w (BDIw) Agent model is a variant of the
basic BDI model with the intro duction of a work
o w capability. The basic BDI
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model incorporatesbeliefs,desires,and intentions as the primary setsof information.
In this model, the intentions areoverloadedwith planning and control of the execution
of those plans. In the BDIw model, the intentions are associated with plan selection
and the work
o w is associated with control of the execution of those plans. In this
work, additional adaptor programs are usedto interact with external data sources.

A BDIw agent canberealizedcoreof �v e individual components working together
along with a suite of adaptor programs that are agent instance speci�c. The core
components are the belief, desire, intention, work
o w, and the DBMS components.
These core components are data driven and hencewill not require modi�cations to
support new agent functionalities. The adaptor programs allow an instantiation of
this architecture to communicate and interact with the external sourcesof data and
services.The adaptor components are agent instancespeci�c although a coreof basic
capabilities can be provided. A basic instantiation of this architecture is shown in
Fig. 2.

Figure 2. BDIw agent components

This architecture re
ects a very de�nite separationof concernsin that each com-
ponent provides a very limited and specializedfunction within the architecture. The
development of appropriate control structures allows the agent to function basedon
data rather than explicit procedural instructions. By maintaining such tight focus, it
is possibleto createan agent that is extensiblewithout requiring additional program-
ming. This is to be comparedto the JACK BDI programming extension in which all
capabilities are explicitly programmed.

For examplesof the basic WIFA work
o w and resource-constrainedwork, please
seeRefs. [12,14].
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3.1 The brief component

The belief component is responsible for tracking changesin beliefs. All requests
to modify the beliefs held by the agent must come through the belief component.
There are three major belief changesthat it can support: create, delete, and modify.
It forwardsannouncements of such changesto the desirecomponent by identifying the
belief that changedand the type of changethat was made to it. As shown in Fig. 3,
the Brief component interfaceswith the Database,Desire and Adaptor components.

Figure 3. The Brief component

Within the context of the agent architecture, the belief component provides three
major capabilities:

1. Servicesrequestsfrom adaptor components
2. Managesthe beliefs captured with the database
3. Triggers desires
Upon component startup, the belief component initializes by establishing a con-

nection to the DBMS component and starting up a listener on the input port. During
runtime operation, control over the belief component functionalit y is dictated as fol-
lows: When a belief request is acquired, the request is validated for structural and
semantic integrit y. Then a query is generatedbasedon the request contents and ex-
ecuted with the database. If the request was for a query against known belief then a
belief responseis created sent to the adaptor, and the component returns to listening
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for the next belief request; if the requestwasfor an insert then the databaseis queried
to identify the item id. After that, a desiretrigger is generatedand sent to the desire
component; meanwhile, a belief responseis created and sent to the adaptor.

3.2 The desire component

The desire component looks at changesin beliefs along with the complete set
of beliefs. It attempts to establish if there is a need to perform some activit y to
drive what it believesabout the world to somestate that is more desired. If there is
such a need, the desire component announcesthat need to the intention component
by identify the desire (goal) and what triggered that goal. The Desire component
interfaceswith the Belief, Database,and Intention components, as shown in Fig. 4.

Figure 4. The Desire component

The desirecomponent has two major threads of control: receiving desiretriggers
and processingdesire triggers. The control 
o w for receiving desire triggers is rather
simple. The 
o w is as follows: First, a desire trigger is received. Then the trigger
is acknowledged. Then the trigger is placed in the appropriate stack. Finally any
duplicate triggers are removed.

The control 
o w for processingdesire triggers is the more complicated thread
of control. The 
o w starts when the intention component has completed an existing
intention or is starting up. First, the external stack is checked for the earliest desire
trigger. If the stack contains a desire trigger it is moved over to the internal stack,
and the internal stack is checked for desiretriggers. If there are desiretriggers present
then the most recent desiretrigger in the internal stack is selectedfor activation. The
desire rule databaseis checked for all rules that apply and have not been frustrated
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previously. If no desire rule is satis�ed then the desire trigger is removed from the
stack. Otherwise, an intention trigger is constructed and sent to the intention com-
ponent, and the 
o w waits for a responseto the intention trigger from the intention
component. If the intention was not successfulthen a frustration is inserted into the
frustration database.

3.3 The intention component

The intention component, shown in Fig. 5, determines what work
o ws, if any,
can resolve that need given the current state of beliefs. This is done by using the
intention to identify all known work
o ws that support that goal and assessingthe
resourcesrequired for each work
o w. It selectsthe work
o w basedon availabilit y of
resources.Oncethe intention component identi�es a work
o w, it invokesthe work
o w
component to executethat speci�c work
o w.

Figure 5. The Intention component

It is possiblethat multiple work
o ws satisfy the samedesire. A work
o w has a
priorit y, which is onecriterion that is usedto selecta work
o w amongthoseful�lls the
samedesire. In addition, each work
o w is alsoassociated with resourcerequirements.
When a work
o w is selectedbasedon intention and priorit y, we needto further check
if resource requirements are satis�ed. A detailed description of the integration of
intention components and work
o w components is given in the next subsection.

3.4 The work
ow component

The work
o w component executesthe work
o w by activating adaptor programs
in the manner proscribed by the 
o w of tasks within the work
o w. The main control
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processof the work
o w component is described in Table 1. This table also shows
how the intention component and work
o w component are integrated, or in other
words, how an entire emergencyresponse work
o w is dynamically composed from
small individual work
o ws basedon decisionsfrom BDI agents.

Table 1 Main control pro cess of work
o w mo dule

while (true) {
receive intention trigger from desire component;
if intention != NULL //intention: intention trigger

push(intention, intention_stack);
current_intention = pop(intentation_stack);
if current_intention != NULL{

query(workflow_table, current_intention); if there are returned
entries {

sort all returned entries in decreasing order of priority;
current_entry = first entry in the returned entry list;
while current_entry != NULL

if resource query is satisfied {
message workflow component to execute the workflow;

exit;
}
else
current_entry = next entry in the returned entry list;

}
if no workflow selected for lack of resource

notify_desire(current_ inte nti on, 'insufficient resource');
}
else

notify_desire(current_in tent ion , 'no plan matches the intention');
}
else

sleep for X seconds; //allow other processes to run
}

A task has the following attributes:

struct Task {
name char[],
description char[],
precedingTasks Task[],
succeedingTasks Task[],
taskType {And_In_And_Out,

And_in_XOR_Out,
XOR_In_And_Out, XOR_in_XOR_Out},

resource Resource[] //Resource is defined below
application Filename

} struct Resource {
name char[],
amountRequired int,
amountReleased int

}

An external application is hooked up to task through adaptor, which will be
discussedin next section. If there is no external application associated with a task,
then the value of the application �eld is simply a NULL.
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We didn't consider timing constraints for tasks in the above de�nition, because
they will make the reasoning of BDIw agents overwhelmingly complicated. It is
more realistic to deal only with resourceconstrained work
o ws in the �rst version of
implementation of BDIw agents.

Executing a work
o w requires resources,which are stored in belief set. There
are rules to be enforcedregarding resources:

1) When a work
o w is selectedby the intention component, all resourcesrequired
for executing this work
o w should be reserved only for this work
o w. They are not
going to be used for other purpose. This avoids potential deadlock due to resource
shortages.

2) Sinceexecuting a task may consumeor releasecertain resources,the belief set
shall be updated each time a task is executed. The resourceupdate may trigger new
desire,and the new desirewill be inserted to the desirequeueof the desirecomponent.

3.5 The adaptor capability

The adaptor programsprovide the interfacefor the agent to interact with external
programs and users. It can support peer-to-peer collaborations, user interfaces, or
serve as clients within encapsulatingclient-server enterprise architecture. There can
also be instances of adaptor program that execute full time to allow the agent to
perform in the role of a server in encapsulating client-server enterprise architecture.
An adaptor program can be a very simple single function program that is reusableby
multiple work
o ws.

Depending on the type of adaptor, it will either exit upon successfulcompletion
of the task for which it was designedor remain active for useby another task. Some
adaptors are active at all times and serve asserversor peerswithin a larger enterprise
architecture. This allows external systems to contact the agent to perform some
service. The speci�c adaptor will dictate the style of interaction (e.g., call-return,
asynchronous messaging,etc).

Someexamplesof adaptor components include:

� User Interface Components

� User Programs

� System Interfaces

� ServiceListeners

There is variety even within those basic categories. For example, user interface
components could include a messagewindow, a query window, a display list, and
an option list that demand a handful of actions from the user. User programs might
include opening a word processor,a web browser,or a client program to someexternal
system. System interfacescould support CORBA, SOAP, HTTP , or other protocols
by which systemscommunicate.

3.6 The DBMS capability

The DBMS contains the databasesand tables that contain the beliefsalong with
the data to support the desire and intention capabilities of the BDIw agent. This
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component allows the core engine to be tailored to addressdi�eren t domains and
support di�eren t behaviors.

The DBMS will managethe following tables:

� Belief Tables

� DesireRules

� Frustrations

� IntentionRules

� Plans

The contents of these tables will drive the overall behavior of the BDIw agent.
In an environment where multiple agents are active at the sametime, it would make
sensefor each agent to have its own databaseof beliefs. This is necessaryso that
individual agents do not enter into con
icts over belief changes.However, each belief
can be marked with the agent for which the belief is held. This is a design decision
that has not yet beenmade.

The e�ect of the di�eren t components working together can be a surprisingly
complex set of behaviors. The agent will be able to demonstrate opportunistic prob-
lem solving in which the latest changein belief can causethe agent to adapt to new
situations. It can function in a data-driven and goal-drive manner basedupon the
typesof desiresthat are managedwithin it. It can support collaborative interactions
with usersrather than being limited to master or slave roles with respect to the user.

An agent is extensiblein the sensethat new belief setscan be addedby extending
the set of belief tables, new desiresadded to the desiretable, new intentions added to
the intentions database,new work
o wsaddedto the work
o w table, and new adaptor
programs made accessibleto the work
o w engine.

3.7 How it works?

Regardlessof how complex it is, an entire dynamic emergencyresponsework
o w
of an emergencymanager is always composedof a set of small and static work
o ws,
each of which represents a basic activit y in a rescuee�ort, such as \request for �re
trucks", \set no 
y zone", and \rep ort casualties to state EOC". How these small
work
o ws compose to achieve a rescuemission depends on numerous factors with
a speci�c incident and status of the rescueteam. In the emergencyresponseword,
individuals respond to events. When an event occurs, the individual assesseswhat
needto be done (establishesa desire), selectsan action to take to achieve that desire
consistent with the resourcesavailable and constraints a time, and then executes
the procedure. It is well known in the emergencyresponseworld that \large plans"
(work
o ws) are likely to fail. Instead, individuals utilizes \small plans" to drive the
situation to somebetter and more manageablestate at which point they assessthe
situation and selects the goal to pursue. These small plans and conditions under
which they apply are well known.

We developed an emergencyresponsetraining tool using this dynamic work
o w
approach. In this tool, we put all related information regarding local emergency
management teams, tra�c systems, police department, �re department, hospitals,
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and all related resources,etc., to the Belief database. Property damagesare also
inserted to the Belief table in the runtime. Rules for deciding what goals to take in
the granularit y of activities are stored in the desire tables, and all work
o ws which
represent the basic activities and their pre-conditions are stored in intention table.
This way, when responding to an emergencycall, we rely on the intelligent agent to
assessthe complex situation and suggestthe rescueactions in the form of work
o ws,
and respondersfollow the work
o ws to executethe rescueplan.

The emergencyresponse training tool was built utilizing agents, as described
above, implemented in Java within OSGI environments. Each core agent capability
(i.e., belief, desire, intention, control, and task) was implemented as an independent
OSGI bundle that provided, on demand, the servicesdictated by the capability. The
database functionalit y was provided by an MYSQL DBMS. Individual instances
of the agent ran within separate OSGI processesto simulate individual responder
units (i.e., police cars, �retruc ks, HAZMA T teams, EOCs, etc.) with an individual
databasede�ned for each responder unit. Communication tasks included components
that enabled telephonebasedconversations,push-to-talk radio conversations,e-mail
exchanges,and text messagingwith trainees.

4 Example

In this section,weusean exampleto show how the systemrespondsto an external
resource request step by step. This example comes from the emergencyresponse
training tool that we developed basedon the presented dynamic work
o w approach.
Each respondent entit y has an instance of this agent to simulate its decisionmaking
and actions. This example shows a small subset of interaction used in simulating
an O�ce of Emergency Management (OEM). We assumethe OEM of township A
requests3 Fire Trucks from the OEM of township B, which is running the proposed
BDIw system.

Request
Request Type: ResourceRequest
Sender: Township A
Receiver:Township B
RequestDateTime: 3/1/11 T 12:00:00
Resource Type: Truck
Resource Instance: Fire
Quantity: 3
DateTimeOut:3/1/11 T 13:00:00
Destination: Oceanport OEM

The Adaptor transforms the above messageinto an XML message:
<beliefRequest>

<replywith>A12345</rep lyw ith>
<source>External</sour ce>
<request>
<table>RESOURCE{\_}REQUEST{\_ }TABLE</ta ble>
<operation>INSERT</operat ion>
<field>

<fieldname>RequestType</fie ldn ame>
<fieldvalue>ResourceReque st< /fie ldv alue >
<fieldtype>String</fieldt ype>

</field>
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<field>
<fieldname>Sender</fieldn ame>
<fieldvalue>Oceanport</fi eld valu e>
<fieldtype>String</fieldt ype>

</field>
<field>

<fieldname>Receiver</fiel dname>
<fieldvalue>Middletown</f iel dval ue>
<fieldtype>String</fieldt ype>

</field>
<field>

<fieldname>Receiver</fiel dname>
<fieldvalue>Middletown</f iel dval ue>
<fieldtype>String</fieldt ype>

</field>
<field>

<fieldname>RequestDateTim e</ fiel dname>
<fieldvalue>2008-08-08T12 :00 :00< /fi eldv alu e>
<fieldtype>DateTime</fiel dty pe>

</field>
<field>

<fieldname>ResourceType</ fie ldna me>
<fieldvalue>Truck</fieldv alu e>
<fieldtype>String</fieldt ype>

</field>
<field>

<fieldname>ResourceInstan ce</fie ldn ame>
<fieldvalue>Fire</fieldva lue >
<fieldtype>String</fieldt ype>

</field>
<field>

<fieldname>Quantity</fiel dname>
<fieldvalue>3</fieldvalue >
<fieldtype>Number</fieldt ype>

</field>
<field>

<fieldname>DateTimeOut </fieldname>
<fieldvalue>2008 --08-08T13:00:00</fiel dvalue>
<fieldtype>DateTime</fiel dty pe>

</field>
<field>

<fieldname>Destination</f iel dname>
<fieldvalue>OceanportOEM< /fi eldv alu e>
<fieldtype>String</fieldt ype>

</field>
</request>

</beliefrequest>

It then sends the messageto the Belief Module (BM) which inserts the brief
(the request) into table RESOURCEREQUESTTABLEin the database. If the insertion is
successful,the BM invokesthe Desire Module (DM) with:

Desire.InvokeDesireTrigg er( Externa l, Insert,

RESOURCE{\_}REQUEST{\_}TABLE, 001)

The DM will immediately return to the BM an acknowledgement that it has
received the trigger. Then the BM generatesa belief responsethat will be sent to the
Adaptor. If the insertion is unsuccessful,then an error messagewill be returned to
the BM.
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In the successfulcase,the listener thread of the DM picks up the desire trigger
and checks the sourceof the trigger: whether it is an external or internal generated
event. This trigger is an external trigger; therefore the desire goes into the pending
queue.

The control thread of the DM is woken up by the desire. It checks the working
stack. If there is no trigger there, it checks the pending queue. It �nds the trigger
there, and moves it to the working stack. It then starts establishing desiresfor the
topmost item in this working stack.

Now the DM selects the desire rules from the DESIRERULEStable, in order of
their priorit y. The DM assumesthat there is another belief table: RESOURCE, which
contains the resourcesavailable for the local agent. The DESIRERULEStable and
RESOURCEtable are illustrated in Table 2 and Table 3, respectively.

Table 2 DESIRERULEStable

Table Condition Query Priority Desire

RESOURCE ONE Count how many 3 GRANTREQUEST

_REQUEST fire trucks

_TABLE, available in the

resource table

and compare them

with the

requester trucks.

IF available > requested

THENgrant

request

RESOURCE ONE IF 3 PARTIALGRANTR

_REQUEST, available < requested EQUEST

_TABLE, and available > 1

THENpartially

grant request

RESOURCE ONE IF available = 0 3 REJECTREQUEST

_REQUEST THENreject

_TABLE, request

The �rst rule in the DESIRERULEStable is selected.The belief is satis�ed sinceit
requiresonly one result to be returned from the query. The frustrated desiretable is
consulted to assurethat this particular desirehas not beenunsuccessfullyattempted
for this particular table entry . Since this belief has not been previously frustrated,
this thread asserts the desire GRANTREQUESTand sendsan intention trigger to the
intention module (IM):

Intention.receiveTrigger (GRANTREQUEST,
RESOURCE{\_}REQUEST{\_}TABLE,
{001,External)}

This thread will wait until a result is returned.
The IM receivesthe trigger and sorts the applicable work
o ws accordingto their

priorit y. Let us assumethat the INTENTIONStable is like Table 4.
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Table 3 RESOURCEtable

ID ResType ResInstance Condition Location Availability

001 TRUCK FIRE OK Town B Y

002 TRUCK SNOW OK Town B Y

003 TRUCK FIRE REPAIR Town B N

004 TRUCK FIRE OK Town B Y

005 TRUCK FIRE OK Town B Y

Table 4 INTENTIONStable

IntentionID DesireToken Workflow Priority Query

001 GRANTREQUEST WF001 HIGH NONE

002 PARTIALGRANTREQUESTWF002 MEDIUM NONE

003 REJECTREQUEST WF003 LOW NONE

004 NOTIFYREQUESTOR WF004 HIGH NONE

005 DELIVERRESOURCE WF005 HIGH NONE

006 TRACKRESOURCE WF006 HIGH RADIOWITHIN RANGE

007 TRACKRESOURCE WF007 MDIUM NONE

The IM �nds the WF001 work
o w to satisfy this desire. It checks then to see
whether the resourcesnecessaryfor the work
o w are available. Sincewe have not as-
sociated any resourcewith this work
o w, the resourcerequirements are automatically
met. The IM generatesa request to the work
o w module (WM):

AssertTrigger(WF001,EXTE RNAL,
RESOURCE{\_}REQUEST{\_}TABLE,001)

and waits for a responsefrom the WM.
Upon receiving the trigger from the IM, the WM retrieves the stored work
o w

from the DB and starts the execution of the work
o w. Each task in the work
o w
will have an attached Adaptor. For example, WF001 has three tasks, and therefore
invokes3 adaptors:

� Query user whether to continue the process

� Select resource

� Update RESOURCEtable (assumessending a messageto the BM to update the
RESOURCEtable).

The last task will trigger another desire to notify the requestor, deliver the re-
source,and track the resources.

Intention IDs 006 and 007 illustrates two approachesfor tracking a resource. In
Intention 006,the work
o w can only be executedif the �re truck is within radio range.
If so, the OEM of town B will call the resourcedirectly. Otherwise, the OEM of town
B must usea telephoneto call the OEM of town A to get the status of the �re truck.

5 Conclusions

Emergency responsework
o w is distinguished by its intensive 
exibilit y due to
uncertainties with the nature of incidents and numerous factors which could deviate
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the emergencyresponsefrom its path. We presented an extendedBDIw framework for
emergencyresponsework
o w management. The intelligent basedwork
o w framework
helps achieve a truly dynamic work
o w modeling and execution by making on-the-

y decisionson the paths to proceedwith basedon real-time data and events. The
logic behind of this approach is, regardlessof how complex a real emergencyresponse
processis, it is always composedof a set of small and static work
o ws, each of which
represents a basic activit y in a rescuee�ort. How these small work
o ws compose
to represent a real emergencyresponse processdepends on numerous factors such
as resourceavailabilit y, new events in the course of emergenceresponse, policies of
commandand control, etc, which in BDIw are modeledby BDI agents and associated
tables.
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